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INTRODUCTION

IP networks are built around the idea of best effort networking, which makes no guarantees regarding the delivery, speed, and accuracy of the transmitted data. While this model is suitable for a large number of applications, and works well for almost all applications when the network load is low (and therefore there is no congestion), there are two main factors that lead to the need for an additional capability of quality of service guarantees. One is the fact that an increasing number of Internet applications are related to real-time and other multimedia data, which have greater service requirements in order to be satisfying to the user. The other is that Internet usage is steadily increasing, and although the network infrastructure is also updated often, it is not always certain that network resource offerings will be ahead of usage demand. In order to deal with this situation, IETF has developed two architectures in order to enable QoS-based handling of data flows in IP networks. This article describes and compares these two architectures.

BACKGROUND

The two main architectures that have been proposed for quality of service are IntServ and DiffServ. They follow different philosophies as they approach the topic of Quality of Service from different point of views.

The IntServ architecture tries to provide absolute guarantees via resource reservations across the paths that the traffic class follows. The main protocol that works with this architecture is the Reservation Protocol (RSVP). However, its operation is quite complicated and it also contributes significant network overhead. On the other hand, DiffServ architecture is more flexible and efficient as it tries to provide Quality of Service via a different approach. It classifies all the network traffic into classes and tries to treat each class differently, according to the level of QoS guarantees that each class needs. In the DiffServ architecture, two different types (per hop behaviours in Nichols, 2001) have been proposed, the expedited forwarding (Jacobson et al., 1999) and the assured forwarding (Heinanen et al., 1999); their difference is on the packet forwarding behaviour. Expedited forwarding (EF) aims at providing QoS for the class by minimizing the jitter and is generally focused on providing stricter guarantees. This type tries to simulate the virtual leased lines and its policy profile should be very tight. Assured forwarding (AF) inserts at most four classes with at most three levels of dropping packets. Every time the traffic of each class exceeds the policy criteria, then it is marked as a lower level QoS class.

MAIN QoS ARCHITECTURES

Integrated Services (IntServ)

Integrated Services (IntServ) makes use of the RSVP protocol in order to make reservations for resources across the network. It has been initially developed by IETF in order to extend the traditional “best effort” model that has been used on the Internet. Its basic
idea is that it should not be necessary to modify the underlying architecture of the Internet, but simply to add some extensions that can offer additional services beyond the basic “best-effort” service.

Quality of service (QoS) in the IntServ framework refers to the nature of the service being offered by the network, characterized by parameters such as the available bandwidth, packet delay, and packet loss. An network node in the IntServ architecture has the capability to handle packets and subject them to appropriate control. An IntServ-capable node can offer one or more of the IntServ services, while an IntServ-aware node supports the interfaces needed by the IntServ model but cannot offer the required service itself. An IntServ-aware node can simply understand the parameters of the required service and answer negatively.

Resource management is an important aspect of the IntServ architecture, and therefore traffic is subjected to admission control mechanisms. Furthermore, IntServ is responsible for reserving the resources. For that purpose, the RSVP protocol (Resource Reservation Protocol) is used, which aims at specifying the necessary resources for achieving the required quality of service. RSVP (Braden et al., 1997) reserves resources across the whole path used by the packets in a sequential manner. The first router in the path signals to the next router in the path that a resource reservation is required. This process is repeated until the receiving node is reached, and then the same procedure begins in the opposite. The IntServ services that have been currently defined are the “Guaranteed” service, which is the closest service to the dedicated virtual circuits, and the Controlled Load service, which is equivalent to the best-effort service under no congestion.

**Differentiated Services (DiffServ)**

Differentiated Services (DiffServ) (Blake, 2001) classifies and prioritizes packets depending on the class they belong to. Classes with larger requirements are treated preferentially by the network that supports DiffServ.

DiffServ is the second important effort for providing Quality of Service and was developed in order to overcome some of the disadvantages of IntServ. In particular, IntServ proved to be non-scalable in large networks where a lot of resource reservations are required. DiffServ operation is based on the usage of a field in the IP header called DS, which is contained in the **Type Of Service** (TOS) field in the IPv4 header, and the Traffic Class field in the IPv6 header (Nichols, 2001). Clients that want to make use of the DiffServ architecture mark the DS field with a specific value. This value specifies the Per-Hop Behavior (PHB) for the client’s packets. The possible DS values have to be agreed between the provider and the client in the form of a **service level agreement** (SLA) and they determine the quality of service parameters such as bandwidth, transmission, and rejection priority and queue priority.

DiffServ is a unidirectional and therefore non-symmetrical model. It can also be only used for unicast transmission.

Currently, the following two types of DiffServ services have been proposed:

- **Expedited forwarding (EF):** This service aim at minimizing packet delay and jitter, while providing highest quality of service. Packets that exceed the mutually agreed packet profile of the user are generally rejected. Services of this type emulate the operation of a virtual leased line (Jacobson et al., 1999).

- **Assured forwarding (AF):** This type provides at most four classes of service and at most three levels of rejection per class. AF traffic that exceeds the agreed profile is degraded but not necessarily rejected (Heinanen et al., 1999).

DiffServ operation is based on a number of mechanisms that operate on the traffic flows. These mechanisms are packet classification, marking, metering, and shaping, which are typically applied with this order, although traffic metering can precede marking. The mechanisms only need to be applied at the edge routers of a domain, while no application of the above mechanisms is needed for the core routers of the network. This feature of DiffServ overcomes the scalability problem of IntServ, since the core routers that handle a large number of flows do not have to apply the above mechanisms on these flows.

**Packet Classification**

Packet classification is the first step in the provisioning of quality of service. Classification of packets entering a network that supports QoS can be done either at a level of flows, or at a level of aggregate flows. This process mainly takes place by checking the header of
each packet and using information from some field in order to make the classification. The relevant field is Type of Service (TOS) in IPv4, and the Traffic Class field in IPv6. The classification mechanism has to be very fast in order to be able to follow the rate of incoming packets, and very accurate.

Theoretically flows can be characterized by the following five elements:

- Sender IP address
- Sender port
- Destination IP address
- Destination port
- Protocol used

Classification per flow using these characteristics is called multifield classification and is quite difficult because checking so many fields requires a lot of processing power. Multifield classification is only used when classification based on individual flows is absolutely necessary (which is not a rare occurrence in the input points of DiffServ domains).

On the other hand, classification based on aggregates of flows is called behavior aggregate classification and only a combination of the above characteristics is needed. This classification method is easier and can be performed much faster.

Practically, classification will be done in a limited number of classes, so a single field in the packet header is enough. This is the simplest and most efficient method, and achieves classification at the level of aggregate flows.

Traffic Conditioning

Traffic conditioning includes the marking, metering, and shaping or traffic rejection mechanisms. Usually these mechanisms are applied to the sender’s packets as soon as the traffic enters a domain. Nevertheless, the metering mechanism can be applied to the destination, under certain conditions. For this to be possible, all the routers of the network have to support the ECN (Explicit Congestion Notification), which is a congestion control functionality. ECN is a bit at the packets header which is set to 1 when congestion is detected at the network. This enables the rest of the nodes on the path to be notified of congestion.

The traffic control mechanisms presented below are based on the assumption that marking and metering of packets takes place at the entry points of the network.

Policing

Policing also takes place at the traffic entry points of a DiffServ domain. The policing mechanism controls traffic based on a specified profile that has been agreed upon and then makes certain decisions for handling traffic that exceeds the specified profile. These decisions can be marking the packets at a lower class of service, servicing the packets without guaranteed quality, or even dropping the packets. Which of these policies will be followed has already been agreed upon between the client and the administrator of the network and has been formulated in the form of a service level agreement (SLA). The policing criteria used can depend on the time or day, the source, the destination, or generally any other characteristic of the traffic.

The shaping mechanism aims at shaping the traffic in such a way that bursts (sudden transmission of many packets) are smoothed out and can be configured so that packets out of the specified profile (that would normally be dropped) are temporarily stored and forwarded to the network as soon as the burstiness of their transmission has been eliminated. Therefore, policing and shaping mechanisms can be used simultaneously so that part of the packets that are considered out of profile to be shaped and transmitted.

Queue Management

Queue management is important for the network administrator in order to be able to provide quality of service to the flows as has been agreed. Furthermore, queue management is a basic condition for the time scheduling mechanism that will be presented in the next section. In order for the network to satisfy all quality of service guarantees, it has to be able to handle packets of each class of service at a separate queue, so that the suitable time scheduling mechanism can be applied. Otherwise, the time scheduling mechanism is not able to differentiate between the classes and cannot offer the proper guarantees to the corresponding traffic flows. More specifically, if, for example, no differentiation of classes into separate queues takes place, different flows with different requirements will be accumulated at the same queue, and then packets will either be dropped or delivered with large delay. As a result, the network
will not be able to provide the required guarantees and the throughput experienced by the client applications will be significantly downgraded.

The main functions of queue management aim at the proper queue operation and the usage of mechanisms for their control. They are the following:

- Add a packet at the proper queue according to the packet classification by the classification mechanism.
- Reject a packet if the queue that the packet should be added is full.
- Withdraw a packet from the top of the queue when the time scheduler requests so, in order for the packet to be transmitted to the next network node.
- Check the state of the queue. This includes checking the average size of the queue and taking actions in order to keep its size small. Possible actions are the rejection of a packet if the queue is starting to fill and the marking of a packet with the ECN bit when the queue size is large.

As the above functions suggest, queue management does not only deal with the reception and transmission of a packet, but it is also concerned with the efficient operation of the queue through the preservation of small average queue size. By keeping the average queue size small, the queues can easily absorb traffic bursts. If the average queue size gets large, then many packets have to be dropped during traffic bursts. Furthermore, another desired result of the small average queue size is that the average service delay will be small.

Queue management becomes even more critical under network congestion, when queues have to operate quickly and correctly. The main problem in this case is to identify the most appropriate strategies for action. A critical decision is whether packets will be dropped as soon as they reach the queue, or whether it is allowed to drop packets that are already inside the queue, in order to service other, higher priority packets. Another critical aspect is the criteria and information that will determine which packets should be dropped.

The general purpose of the queue management is to handle queues fairly for all classes of service while adhering to the agreements that have been made with the network clients. In order to avoid network congestion (which leads to increased average queue size), TCP at the transport layer offers several mechanisms. In addition, network administrators have a number of further options, which will be described below. Their purpose is to ease the congestion problem that stems from the transmission of packets with a higher rate than the network can handle, and not congestion that stems from temporary bursts. These mechanisms that can be used by the network administrator are:

- **Dropping packets**: This method achieves two objectives, by directly reducing the network load and also informing the TCP protocol of the congestion condition. This is due to the fact that TCP congestion control mechanism relies on the assumption that each packet loss is due to congestion and therefore the transmission rate is automatically reduced.
- **Packet marking**: This method is less intrusive than the previous one, since it does not directly drop packets, but is also less direct, since the network is not automatically relieved.

**Time Scheduler**

Time scheduling is the way that the network handles the queues, meaning which queue will send data and for how long. The time scheduling mechanism has all the queues of a router available and decides in what order they are going to transmit packets and for how long.

The role of the time scheduler is critical for a network that wishes to offer quality of service guarantees. The reason is that the time scheduling mechanism determines the delay at each queue and the way that the line is shared between the queues. The time scheduling mechanism actually determines the type of quality of service that will be provided by the network. The parameters that can be affected by the time scheduling mechanism are:

- The throughput of each flow, since the time scheduler can control the intervals that this flow will transmit data.
- The delay of each flow, since the time scheduler controls the transmission rate of the flow and therefore the duration that the packets remain in the queue.
- The jitter.

These parameters determine the quality of service that the network can provide. Therefore, because of
the importance of the time scheduler, and because of the fact that there are several time scheduling mechanisms, it is necessary that the proper time scheduling mechanism is chosen according to several criteria. The kind of quality guarantees offered and their level of success should match the nature of applications that will be supported.

Some of the most widely used mechanisms for time scheduling are:

- **First in first out (FIFO):** This is the oldest mechanism, and it assumes there is only one queue. Every packet exits the queue in the order it arrived. As a result, FIFO uses no priorities. It is a simple mechanism, and it is useful for high capacity lines where there is no congestion. On the other hand, it performs badly when there is congestion, or when bursty applications dominate the queue and other applications’ packets are rejected.

- **Priority queuing (PQ):** Priority queuing allows different priorities and can handle multiple queues. One queue has strict priority and is always preferentially served. Packets are inserted in the proper queue depending on their classification. The priority queuing mechanism checks the queues sequentially by starting from the highest priority queue, until a non-empty queue is found. The first packet from that queue is then transmitted, and the procedure starts over. Depending on the incoming rate for high priority packets, other queues might be served very slowly or not at all. The latter might occur if high priority traffic arrives at a rate close to or higher than the link capacity, and can be remedied by applying policing or shaping mechanisms to high priority traffic. The main advantage of Priority Queuing is that it achieves very low delay for high priority packets.

- **Modified deficit round robin (M-DRR):** M-DRR is based on deficit round robin (DRR) and round robin (RR) mechanisms. Round robin handles all queues equally and checks them periodically. It transmits any packets that are waiting in a queue, and continues checking other queues. DRR functions similarly, but now queues try to maintain a steady transmission rate. This is achieved by defining for each queue a quantum Q and a deficit D. Q is the maximum number of bytes that can be transmitted each time. If less bytes are transmitted, the remaining number is stored at D, which increases the maximum number of bytes that can be transmitted next time. M-DRR also introduces a priority queue for achieving low delay. The rest of the queues are served according to the DRR mechanism, and the priority queue is served either alternately with the rest of the queues or in absolute priority. These two variations of M-DRR are correspondingly called Alternate Priority and Strict Priority. M-DRR is flexible and efficient, but only under conditions with not too much congestion. Therefore, it is usually used in conjunction with a mechanism that prevents congestion.

- **Fair queuing (FQ) and weighted fair queuing (WFQ):** Fair queuing is a variation of round robin, with the added goal of serving all queues for a long term equal bandwidth sharing. It schedules packet transmissions in the order that they would have arrived at the other end of the line if an ideal time scheduling mechanism had been used. Its disadvantages are that the computations to achieve such a goal are complex and have to be performed approximately, and that it cannot operate with the aggregate classes model. Weighted Fair Queuing on the other hand, assigns weights to each queue. In case some queues are empty, the excess bandwidth that would be used by these queues is shared among the rest of the queues according to their weights.

**FUTURE TRENDS**

Nowadays, DiffServ is the most widely used architecture (Grossman, 2002). Its main advantage is its better scalability, since the core network devices only deal with the bulk of flows and not individual flows and reservations. Therefore, core routers are not involved in the complexities of enforcing agreements or collecting payments.

In the framework of the DiffServ architecture, IETF has defined the entity of bandwidth broker (Nichols, et al., 1999). The bandwidth broker is an agent that has some knowledge of an organization’s priorities and policies and allocates bandwidth with respect to those policies. In order to achieve an end-to-end allocation of resources across separate domains, the bandwidth
broker managing a domain will have to communicate with its adjacent peers, which allows end-to-end services to be constructed out of purely bilateral agreements. Bandwidth brokers can be configured with organizational policies, keep track of the current allocation of marked traffic, and interpret new requests to mark traffic in light of the policies and current allocation. Bandwidth brokers only need to establish relationships of limited trust with their peers in adjacent domains, unlike schemes that require the setting of flow specifications in routers throughout an end-to-end path.

The main disadvantage of DiffServ and the architectures for providing quality of service at the network and transport layer is that it is often regarded as a technical solution for a problem (scarcity of network resources) that can be more simply solved by increasing the network’s capacity.

Furthermore, the field of policing and shaping mechanisms is still open and various mechanisms can be presented that combine both.

CONCLUSION

While IntServ was the first main architecture for Quality of Service proposed by IETF, its drawbacks led to the development of DiffServ, which has largely substituted IntServ as the main standardized architecture for guaranteed services in IP environments. DiffServ is widely supported in networking equipment and software, and has been implemented, tested, and used in real world environments around the world. It is an important part of the network architecture that has to deal with the real-time and high bandwidth requirements of popular Internet applications.
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KEY TERMS

Differentiated Services (DiffServ): An architecture that has been defined by IETF in order to provide quality of service in IP networks, which works based on aggregates of flows, by classifying traffic into
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different types of service, allowing the core routers of the network to deal with only a limited number of aggregated flows.

**First-In, First-Out (FIFO):** Queue organization method, where each element exits the queue in the order it originally arrived.

**Integrated Services (IntServ):** An architecture that has been defined by IETF in order to provide Quality of Service in IP networks, which is based on flow-based allocation of resources using RSVP.

**Internet Engineering Task Force (IETF):** The organization comprised of a large open international community of network designers, operators, vendors, and researchers concerned with the evolution of the Internet architecture and the smooth operation of the Internet.

**Per-Hop Behaviour (PHB):** The aggregated way packets are forwarded at a differentiated services-compliant node.

**Quality of Service (QoS):** The ability to provide specific guarantees to traffic flows regarding the network characteristics such as packet loss, delay, and jitter experienced by the flows.

**RSVP:** Resource Reservation Protocol.